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One-to-many Communication is Prevalent U0

* Modern datacenter (DC) applications widely exhibit multicast
communication patterns.

* Replications distribution in distributed storage system
 HPC applications, e.g., High-performance Linpack (HPL) benchmark
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* An efficient multicast primitive substantially benefit DC applications.



RDMA: De-facto Networking Tech in DCs  {[Jf]

* RDMA is emerging as the de-facto networking technology in DCs, to
meet the stringent communication requirements from applications.

 RDMA over Converged Ethernet (RoCE)!: an RDMA transport protocol
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 Reliable Connection (RC) mode SEND/RECV | WRITE | READ | Message Size
of RoCE is mostly adopted. RC / / / 2GB
: ucC v/ v/ 2GB
* RoCE? semantics: one-to-one UD / X § 4KB

reliable connection. ,
Comparisons of RoCE transport modes.

IRoCE has an extension version, RoCEv2, we actually focus on RoCEv2 and use RoCE for convenient notation.
2By default, RoCE refers to its RC mode
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Mismatch Between Multicast and RoCE  []

 Native Multicast

* Multicast sender: only send out one single No /)
copy of data. connectivity .. - e,

* Network: replicates data at proper switches K ™ ;
and forwards the data to multiple Replication ™,

receivers.
* Distribution tree: replication is made as
late as possible to reduce traffic volume. C] ‘ b ‘ a
Sender R1

* Pros: efficient traffic transmission . .
(a) Native multicast.

* Cons: layer-4 transport unfeasibility

* Due to the mismatch of native multicast data flow structure and transport’s one-
to-one semantics, causing limited usage among applications.




Insufficiency of Application-layer Multicast [

* Distributed frameworks, MPI, NCCL, Spark, etc., develop their private
application-layer multicast (AMcast) primitives.

* AMcast: a logical multicast interface to applications, where the traffic
is delivered by multiple unicast (one-to-one) transmissions.

______________________________________________________________________________________________________________

Prof: performant end-host | Cons: inefficient traffic
transport from reusing RoCE. i transmission

" Much more prevalent " Suffering from either redundant traffic
. than Native Multicast | (high throughput X) or increased
' in practice. o transmission hops (low latency X ).
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Comparing Existing Schemes

U0

Bandwidth
bottleneck
still exists (

Sender R1 R2 R3 R4

(b) Binomial tree (AMcast).

with large messages

Longest
path has
too many

hops

Sender R1 R2 H3 R4
(c¢) Chain (AMcast).

# Hops of | Bandwidth | Reusing |# End-host
longest | bottleneck |commodity| stack

path released? | RoCE? |experience
NMcast | 6 (min) Yes No Once

Binomial ; ;

8 (mid Partiall Yes Man
Tree mic) y d
Chain | 14 (max) Yes Yes Many
Cepheus | 6 (min) Yes Yes Once

(d) Cepheus vs. existing schemes.

* Native Multicast. High throughput and low latency; Cannot reusing RoCE.
* Binomial Tree. Latency-friendly (logarithmic latency form); Poor performance

* Chain. Throughput-friendly (BW bottleneck fully release); Longer latency (linear

to the number of nodes)



Our Goal
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Can we design a multicast primitive that achieves performance
gains from both multicast and commodity RoCE?

~

Cepheus



Intuition and Challenge
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* Basic Intuition: build on native multicast (i.e., inherit its transmission-
efficient multicast flow structure) and exploit more switch
functionalities to deliver a RoCE-capable multicast stream that can be
directly processed by commodity RNICs.

_____________________________________________________________________________________________________________________

Incompatibility Challenges:
Native multicast flow structure vs. Commodity RoCE semantics

........................................................ mmmmmmmmeeonooosssee e
C1: Connection semantics mismatch . C2: Issue with feedback interpretation
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Aggregating two ACK
streams to one stream

]
1
Q In-network | *

connection
bridging

~

{R1,R2,R3} \ {R1}

{R2, R3}
FPGA
() Accelerator
il
Ethernet

S R1 R2 R3
\X (c) Many-to-one ACK Aggregation
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2. Multicast Forwarding Table s ’
Registration i i 4. RoCE-capable Feedback Handling :

____________________________________________________________________________________________________________________



Connection Establish & Table Registration (]

* Hosts follow the existing unicast-like procedure to establish one RoCE
connection for each multicast group.

e Virtual remote connection: “dstIP = McstID” /{Rz R3} g

FPGA
* Table registration is performed in control-plane, |Accelerator
comprising a controller and several agents. Ethemst

_switch

P e e e e e T e e e e e e e e e e T e e ]

0 . Controller collects the “IP” and “QPN” states of
| other hosts.
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' Controller fits these states into Table Registration
Q . Protocol packets and transmits them to switches
for building multicast forwarding table (MFT)

_____________________________________________________________________




Multicast Forwarding Table (MFT) Structure ([

* Every switch in the distribution tree has its local MFT, guiding its overall
in-network processing logic.

* Path Index: an array that identifies 7 - ' = ;'s'{.'c; """"" 'M;'s}ib""""'"""""""""M;'s}is """" @
whether a switch port is involved ndex & ) - ... 2 I . fmJ
1 : : 5 Port 1 ... Porti ... Port]j ... Portn
in the distributed tree. i 1 ; ) oo
* Path Table: each entry represents § =
an outgoing path index | Port |"&SHOP| qstp | dstap [ackpsN| |
= Next hop is a switch e [ I el B s
> Two values are marked as invalid £ B I Tosts o |rosts apn| PO
I

" Next hop is a host
- Maintaining “dstIP” and “dstQP” in this entry



Data Replication and Connection Bridging w‘_j
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:' (2) Non-leaf switch follows its local
MFT to replicate and forward data
to multiple output ports.

____________________________________

————’/
/

In-network
connection
bridging

—— e ———

(3) Leaf switches are responsible
for modifying the BTH header to
bridge connections for different
\\receivers
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________________________________________

(2) Feedbacks traverse distribution tree gating wo ACK

s to one stream

inversely, and the switches aggregate
ACK/NACK and filter CNP, when there
are multiple input feedback streams.

________________________________________

o i ——————— i ————————————— ———————

(3) Leaf switch connected to the sender
modifies the packet’s BTH header
before forwarding the final feedback.

_________________________________________
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Implementation and Testbed W

* Cepheus Testbed: an Ethernet switch, an FPGA board, and four servers.

Data ACK . Control
. Packet Packet Flow
Software Stack |} o |
) ) —|h ETHOut .
Application | | ETHIN Lo sor l—{arbiterl——|PUPlicat- Queue | I Multipl-{}] Resource| Usage |Proportion
T ! ," or System exer B>
4* 100Gbps . 2 5
e ' Pipeline 0 : LUT | 53169 4.8%
H \ Commodlty FPGA T -
uUCx V| Switch Board [Pipeline e 4
) [Pipeline 2 VD N ]
— ' [Pipeline 3 v “ Register | 15391 0.7%
L|b|b;/erbs ' ;::::
B EMJ-IJ-'— o .
Drivers Server||Server||Server||Server| *., ACK AT Multicast BRAM 188 4.9%
- s Aggregator Forwarding Table

e FPGA Accelerator.

e All in-network processing functions are implemented in an FPGA board,
as a building block attached to the Ethernet switch.

* End-host APIs: integrated to MPI; transparent to applications; do not
require any RNIC or driver modification.
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Evaluation: Micro Benchmark Ul

Latency (us)

* Integrating Cepheus into OpenMPI & evaluating MPI Broadcast.

* Comparing Cepheus with Binomial Tree (BT) and Chain, which are
oriented for small and large messages, respectively.

87 -4 BT -0~ Cepheus 4 8- =& Cepheusvs. BT 10° 44 BT -0~ Cepheus , 443 o 1 % Cepheusvs.BT
6 ©Chain A £ 1o Cepheusvs.Chain | g |-+ Chain a0

Acceleration ratio
celeration ratio

Ac
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5.2X and 3.5X lower latency for 1.3X and 2.8X higher throughput
small messages, compared to for large messages, compared to
Chain and BT b Chain and BT

________________________________________________________________________________________________________________



Latency (us)
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Distributed storage system HPL benchmark
150_".; .......... o L o o o e 207 QQC mm - w/o Cephel 8 : :

1 @ 3-unicasts i \ O?hersu : x/OCegEeigs 1 &) w/o Cepheus
100 D Cepheus....; ........... L L L 1 L A15__ ................ R 2 @.W/Cepheus ......
1 @ t-unicast : : : : | 2 ] 5 §§§< . i = : : :
N SURUUTITU EUURURRU SRR IS HH (%10_ NN R R’
O:Mmmmmmmmmﬂmm ml| ﬂﬂ 1 | | | | |

8K 16K 32K 64K 128K 256K 512K . | | | o § § 5
0 Size PB RS PB RS
Accelerated part Accelerated part
Scheme 1-unicast | 3-unicasts | Cepheus End-to-end JCTs. Communication time.
8KB I10PS(M) 1.188 0.413 1.167
Writing Throughput HPL is sensitive to throughput.

_______________________________________________________________________________________________________________



Conclusion
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* Cepheus is a high-performance RoCE-capable multicast solution that
delivers performance gains from both multicast and RDMA transport.

* Cepheus opens the door for efficiently leveraging the widely adopted
RDMA transport with in-switch assistance to accelerate collective
communication patterns.

* For future works, we plan to extend Cepheus for more collective
communication primitives, such as many-to-one (e.g., MPI-Reduce)
and many-to-many (e.g., MPI-Alltoall).

Thank you!
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